
Hardware and Algorithm Codesign for Efficient
Gaze Tracking in Virtual Reality System

Abstract—Rendering images in AR/VR environments incurs
significant costs due to the need to meet users’ expectations
for high-quality visuals, a challenge amplified in real-time ap-
plications. Gaze-tracked foveated rendering (TFR) offers great
potential by dynamically adjusting rendering resolution based on
human gaze, enabling substantial cost savings. However, existing
AI-based gaze tracking solutions suffer from high tracking errors
and high execution cost. This work addresses these challenges
by co-optimizing AI algorithms with the underlying hardware
to achieve efficient gaze tracking and superior rendering cost
savings.

I. INTRODUCTION

Image rendering is arguably the most essential component
of VR systems, as it directly influences the realism and im-
mersion of the virtual environment. However, rendering high-
resolution frames on standalone VR devices often introduces
considerable latency. Gaze-tracked foveated rendering (TFR)
addresses this challenge by detecting gaze location using
neural network in real-time, focusing computational resources
on the foveal region while reducing detail in peripheral areas.
However, current gaze tracking methods fail to provide high
accuracy and lack adequate hardware support, leading to a high
TFR latency and computational cost. In this paper, we propose
POLO, a technique that co-optimizes AI algorithms and the
underlying hardware platform for efficient image rendering,
aiming to reduce the high computational costs of TFR.

II. METHODOLOGY

Current gaze tracking methods often exhibit a long-tail
error distribution, thereby limiting their effectiveness and
efficiency in foveated rendering applications. To address these
challenges, we propose POLONet, a vision transformer-based
neural network architecture that achieves low gaze tracking
error, optimizing performance for foveated rendering systems.
To further reduce POLONet’s computational cost, we employ
weight pruning and quantization without compromising gaze
tracking accuracy. To further reduce the POLONet implemen-
tation cost, we propose the POLO accelerator as a dedicated
module within the SoC of VR HMDs, consisting of three
primary components: Image Pre-processing Unit (IPU), Com-
putational engine, and the memory subsystem. It executes
POLONet, offloading gaze processing from the resource-
constraint edge GPU to reduce its workload and improve
efficiency.

III. EVALUATION

POLONet Evaluation: We assess the gaze tracking per-
formance of POLONet using the OpenEDS2020 dataset [1],
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Fig. 1: Gaze tracking error dis-
tribution of different methods
on OpenEDS2020 dataset.

Method NE
POLO 1×
ResNet 1.75×
EdGaze 2.36×

IncResNet 4.49×
DeepVOG 8.21×

TABLE I: Normalized
energy (NE) consump-
tion of different gaze
tracking methods on
OpenEDS 2020.

comparing it against other baseline methods [2]–[5]. As illus-
trated in Figure 1, both the pruned and original versions of
POLONet demonstrate superior performance, achieving lower
average error and 95th-percentile error on the test dataset.

POLO Accelerator Evaluation: We evaluate the POLO
accelerator and designe consistent architectures for other meth-
ods to ensure a fair comparison. By implementing gaze track-
ing energy analysis on the accelerators as shown in Table I, we
observe that POLONet demonstrate significant reduction on
energy consumption compared to other gaze tracking methods.

IV. CONCLUSION AND FUTURE WORKS

Through efficient hardware and algorithm co-design, our
POLO achieves significant improvements in both gaze tracking
accuracy and energy efficiency. Future work will focus on
integrating POLO into VR headsets and seamlessly combining
it with the render pipeline to enhance the end-to-end perfor-
mance of gaze tracking and foveated rendering. Additionally,
we aim to incorporate support for gaze reuse and saccade-
aware mechanisms, enabling even more efficient gaze pro-
cessing and rendering, while further reducing computational
overhead in real-time VR applications.
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